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Since the discovery of high-Tc superconductivity in cuprates, muon spin relaxation (μSR) measurements have greatly
contributed to the understanding of high-Tc superconductivity. In this paper, μSR studies on the magnetism in high-Tc
cuprates obtained these past three decades are reviewed. Antiferromagnetic long-range order, 1=8 anomaly, stripes of
Cu spins and holes, impurity-induced magnetism, magnetic-field-induced magnetism, pseudogap, ferromagnetism in
the heavily overdoped regime, and undoped superconductivity in TA-type cuprates are discussed. Moreover, the
fundamentals of μSR measurements for the study of magnetism are described for μSR beginners.

1. Introduction

Three decades have passed since the discovery of high-Tc

superconductivity in cuprates.1) Muon spin relaxation (μSR)
is a powerful experimental technique for studying the
magnetism in strongly correlated electron systems, playing
a complementary role as well as neutron scattering and
nuclear magnetic resonance (NMR). In fact, μSR measure-
ments have greatly contributed to the understanding of the
high-Tc superconductivity in cuprates regarded as strongly
correlated electron systems. In this paper, to begin with, the
fundamentals of μSR measurements for the study of
magnetism are described for μSR beginners. Then, μSR
studies on the magnetism in high-Tc cuprates obtained these
past three decades are reviewed as follows. First, μSR studies
on the determination of the phase diagram, namely, the
carrier-concentration dependence of the Néel temperature TN

of the antiferromagnetic (AF) long-range ordered phase
adjacent to the superconducting phase are shown. Second,
μSR studies on the so-called 1=8 anomaly, namely, the
anomalous suppression of superconductivity at the hole
concentration of 1=8 per Cu and related stripes of Cu spins
and holes in hole-doped high-Tc cuprates are described.
Third, μSR studies on the impurity-induced magnetism and
its relation to the suppression of the superconductivity in
hole-doped cuprates are shown. Fourth, μSR studies on the
magnetic-field-induced magnetism are described. Fifth, μSR
studies on the pseudogap phase in hole-doped cuprates are
shown. Sixth, μSR studies on the ferromagnetism in the
heavily overdoped non-superconducting regime of hole-
doped cuprates are described. Finally, very recent μSR
studies on the undoped superconductivity in cuprates with the
so-called TA-type structure without excess apical oxygen are
described.

2. Fundamentals of μSR Measurements for μSR
Beginners

A muon is an elementary particle with the spin quantum
number s ¼ 1=2, and therefore, with the magnetic moment
m ¼ ��ħs, where �� ¼ 2� � 13:55 kHz=G and ħ is the Planck
constant divided by 2�. Accordingly, muons are useful for
obtaining information on the internal magnetic field of a
material. Here, only the fundamentals of μSR measurements
for the study of magnetism, namely, the minimum knowledge
necessary to understand μSR time spectra using positively
charged muons �þ are described for μSR beginners.

(1) Positive muons 100% spin-polarized along the injec-
tion direction are injected into a material.

(2) A positive muon stops at the site, where the electrostatic
potential is the lowest, near a negative ion in a material. Note
that muons are not fixed at the site but diffuse in a material at
high temperatures, for example, above ∼200K in cuprates.

(3) Feeling the internal magnetic field H at the stopping
site in a material, a muon makes a Larmor precession with the
angular frequency ! ¼ ��H.

(4) The lifetime of positive muons is 2.2 µs: the half-life
is 1.5 µs. A positive muon �þ decays to be a positron e+

traveling in the direction of the �þ spin at the moment of the
decay in the highest probability.

(5) The difference between counted numbers of forward
and backward counters of e+ located around a material is
called asymmetry and indicates the polarization rate of �þ

spins. From the asymmetry at each time, one can know the
direction of spins of �þ decaying at each time.

(6) The lives of muons stopping in a material are different
muon by muon. The μSR time spectrum is composed of data
of the asymmetry AðtÞ, namely, the polarization rate of �þ

spins at the time t from the stop of �þ in a material to the
decay of �þ, namely, to the detection of e+ by the counter, as
shown in Fig. 1.

(7) The μSR time spectrum indicates the statistical average
of the time development of the direction of �þ spins, namely,
the Larmor precession. Therefore, the S=N of the μSR time
spectrum increases with increasing number of muons stopping
in a material. Since the number of muons with short lives is
statistically larger than that with long lives, the S=N in a short-
time region is better than that in a long-time region.

(8) In the case of no internal magnetic field, �þ spins do
not depolarize in a material, so that the μSR time spectrum is
independent of time, as shown in Fig. 1(a).

(9) In the case of a paramagnetic state where electron spins
fluctuate fast, muons feel zero field on the time average of
dipole fields due to electron spins. In this case, instead of the
insensibility to electron dipole fields, muons feel nuclear
dipole fields. Since nuclear spins fluctuate very slowly and
the lives of muons are very short, muons feel small static
fields due to nuclear spins, making Larmor precessions with
low frequencies. Since the static fields that muons feel are at
random, AðtÞ decreases from unity slowly, showing a convex
time-dependence, as shown in Fig. 1(b). This means that the
depolarization of polarized �þ spins is slow. Note that AðtÞ is
expressed by the static Kubo–Toyabe function Gzð�; tÞ,2)
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where Δ is the full width at half maximum of the internal field
distribution multiplied by ��.

(10) When the electron spin correlation is developed at
low temperatures, electron spin fluctuations become slow, so
that muons feel dipole fields due to electron spins, which are
three orders of magnitude larger than nuclear dipole fields,
making Larmor precessions with high frequencies. Since the
fields that muons feel are at random and time-dependent, �þ

spins depolarize rapidly, so that AðtÞ shows a concave time
dependence in a short-time region, as shown in Fig. 1(c).
When a longitudinal magnetic field LF (parallel to the
injection direction of muons) is applied, AðtÞ recovers to
unity, as shown by dashed lines in Fig. 1(c).

(11) When a long-range magnetic order is formed at much
lower temperatures, muons feel large static fields, making
Larmor precessions. In this case, when the stopping site of
muons is single in the unit cell of a material, every muon
feels the same internal field H, making a Larmor precession
with the same period tosc ¼ 2�=! ¼ 2�=ð��HÞ. Accordingly,
the μSR time spectrum shows an oscillation due to the muon-
spin precession, as shown in Fig. 1(d). The internal field H
can be estimated from tosc. This estimation is possible using a
polycrystalline sample as well as a single-crystal sample of a
material, because tosc depends on not the direction of H but
only the magnitude of H. When the magnitudes of H that
muons feel are dispersive, the oscillation is damped as shown
in Fig. 1(e). When the stopping site of muons is double in the
unit cell of a material, the μSR time spectrum is composed of
two kinds of oscillation with different tosc’s.

(12) When a short-range magnetic order such as a spin
glass is formed at much lower temperatures, muons feel
internal magnetic fields that are static but at random.
Accordingly, the oscillation is damped fast, so that AðtÞ
decreases from unity to 1=3 rapidly, as shown in Fig. 1(f ).

The value of 1=3 is intuitively understood as follows. Since
1=3 of the static random fields are regarded as parallel to the
injection direction of muons and 2=3 of those are regarded as
perpendicular to it, 1=3 of muons make neither precession
nor depolarization, while 2=3 of muons make precessions
with various frequencies, leading to perfect depolarization.
Accordingly, the average of the polarization rate of �þ spins
becomes 1=3. When a longitudinal magnetic field is applied,
AðtÞ recovers to unity, as shown by dashed lines in Fig. 1(f ).

3. μSR Studies on Magnetism in High-Tc Cuprates

3.1 Antiferromagnetic long-range ordered phase
At present, the highest superconducting transition temper-

ature Tc among various kinds of cuprates is 134K3) (153K
under high pressure)4) in HgBa2Ca2Cu3O8þ� of the so-called
Hg1223 system. Every high-Tc cuprate includes two-dimen-
sional CuO2 planes in the crystal structure, which play a
crucial role in the magnetism and superconductivity. It has
been understood that the mother compounds of high-Tc

cuprates, where Cu exists as Cu2+, are Mott insulators owing
to the strong electron correlation. Since Cu2+ has an electron
spin (the spin quantum number S ¼ 1=2) and the super-
exchange interaction between Cu2+ spins via oxygen J is as
large as 1500K, mother compounds exhibit AF long-range
order around room temperature. When mobile holes or
electrons are doped into the CuO2 plane, TN decreases with
increasing hole or electron concentration, the three-dimen-
sional AF order disappears, and superconductivity appears,
as shown in the phase diagram of Fig. 2. With heavy
doping of holes or electrons, Tc decreases, followed by the
appearance of a non-superconducting simple metallic state.
Therefore, it is easily inferred that AF spin fluctuations may
play an important role in the formation of Cooper pairs.
Accordingly, it is significant to make a phase diagram such

t

A(t)

1

0
t

A(t)

1

0
t

A(t)

1

0

(a)                   (b)            (c)

t

A(t)

1

0
t

A(t)

1

0

(d)          (e)     (f)

1/3

3/Δ

t

A(t)

1

0
1/3

LF

LF

Fig. 1. Typical μSR time spectra. AðtÞ is the asymmetry, namely, the polarization rate of �þ spins at time t. Að0Þ ¼ 1. (a) In the case of no internal magnetic
field. (b) In the case that the internal magnetic field is static and at random and that its distribution is Gaussian. This is the case when magnetic moments are
comparatively dense in a material. AðtÞ is expressed by the static Kubo–Toyabe function Gzð�; tÞ,2) where Δ is the full width at half maximum of the internal
field distribution multiplied by ��. (c) In the case that the internal magnetic field is dynamic, namely, dependent on time and space. Dashed lines indicate the
recovery of the polarization rate of �þ spins with increasing longitudinal magnetic field LF. (d) In the case that the internal magnetic field is static and uniform.
(e) In the case that the internal magnetic field is static and nonuniform. (f ) In the case that the internal magnetic field is static and markedly at random and that
its distribution is Lorentzian. This is the case when magnetic moments are comparatively dilute in a material. Dashed lines indicate the recovery of the
polarization rate of �þ spins with increasing longitudinal magnetic field LF.
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as Fig. 2, in order to investigate the mechanism of super-
conductivity.

μSR measurements have greatly contributed to the
determination of the phase diagram, namely, the carrier
concentration dependence of TN in high-Tc cuprates,5–15)

because magnetic susceptibility measurements were useless.
This is because the magnetic susceptibility exhibited little
change at TN owing to the development of two-dimensional
AF correlation in the CuO2 plane at high temperatures far
above TN except for the so-called La214 system. Figure 3
shows the μSR time spectra of YBa2Cu3O6.2, which is nearly
a mother compound of YBa2Cu3O7�� (YBCO) of the so-
called Y123 system, in zero field by Nishida et al.5) At 250K,
it is found that the depolarization of polarized �þ spins
becomes fast and that an oscillation appears. The oscillation
becomes clear at a low temperature of 15K. As described at
(11) in Sect. 2, the oscillation indicates the formation of
a long-range magnetic order. Therefore, TN is determined to
be ∼250K in YBa2Cu3O6.2. Similarly, phase diagrams of
Bi2Sr2Ca1�xYxCu2O8þ� of the so-called Bi2212 system7,8)

and La2�xSrxCuO4 (LSCO) of the La214 system9,10) have
been made by μSR measurements. As for electron-doped
high-Tc cuprates, Luke et al.11) and Fujita et al.12) have made
phase diagrams of Nd2�xCexCuO4 (NCCO) and Pr1�xLaCex-
CuO4 with the Nd2CuO4-type structure (so-called TA-type
structure), respectively. In the so-called infinite-layer system,
although no detailed phase diagram has been made, the
magnetic transition temperature has been investigated in
Ca0.86Sr0.14CuO2

13) and Sr0.9La0.1CuO2.14,15) These studies
are attributable to the merit of μSR measurements, that is,
polycrystalline samples, which are prepared more easily than
single crystals, are available for the measurements.

3.2 1=8 anomaly and stripes
Just after the discovery of high-Tc superconductivity, the

so-called 1=8 anomaly, namely, the anomalous suppression
of superconductivity at the hole concentration per Cu, p, ¼
1=8 was found in La2�xBaxCuO4 (LBCO) of the La214
system, as shown in Fig. 2.16–18) The origin of the 1=8
anomaly attracted great interest in relation to the origin of the

high-Tc superconductivity, but it was not elucidated for a
while. Thereat, μSR measurements by Watanabe et al.19)

have succeeded in observing a clear muon-spin precession
in LBCO with x ¼ 1=8, as shown in Fig. 4, using
polycrystalline samples and revealed that the 1=8 anomaly
is due to the formation of a long-range magnetic order. This
is a distinguished result of μSR measurements. What was
lucky is that polycrystalline samples were used for the μSR
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Fig. 2. Typical phase diagram of high-Tc cuprates. Tc and TN are the superconducting transition temperature and Néel temperature, respectively. The 1=8
anomaly is marked in La2�xBaxCuO4, so that Tc decreases to zero at the hole concentration of 1=8 per Cu.

Fig. 3. μSR time spectra at 315, 250, and 15K for YBa2Cu3O6.2.5)

Fig. 4. μSR time spectrum at 7K for La2�xBaxCuO4 (x ¼ 1=8).19)
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measurements, because no single crystal of LBCO with x ¼
1=8 was obtained in those days. Later, the long-range order
was clarified to be a stripe order of Cu spins and holes,
namely, a kind of SDW and CDW, as shown in Fig. 5(a),
from the neutron scattering experiment using single crys-
tals.20) Here, note that, as a matter of fact, such a muon-spin
precession as observed in LBCO with x ¼ 1=8 had been
observed in superconducting LSCO with x ¼ 0:11 of the
La214 system in μSR measurements by Torikai et al.21)

However, the result was not accepted so much at that time,
because it was considered unusual that electrons in the CuO2

plane contributed to both superconductivity and magnetic
order. Later, the coexistence of superconductivity and
magnetic order has been found in the underdoped regime
of both LSCO and YBCO.10,22,23) Even at present, this is a
controversial issue.

The stripe order of Cu spins and holes is understood to be a
well self-organized one so as to reduce the loss of both the
magnetic energy between Cu spins and the kinetic energy of
holes. It is true that the static stripe order suppresses the
superconductivity, but it may be possible that dynamically
fluctuating stripes of Cu spins and holes, as shown in
Fig. 5(b), play an important role in the appearance of the
high-Tc superconductivity as theoretically suggested by
Kivelson et al.24) If this is the case, the 1=8 anomaly should
appear not only in LBCO and LSCO but also in the other
high-Tc cuprates when adequate pinning centers to statically
stabilize the dynamic stripes are introduced into a sample.
In fact, by using Zn as pinning centers, the 1=8 anomaly
has been found in partially Zn-substituted Bi2Sr2Ca1�xYx-
(Cu1�yZny)2O8þ� of the Bi2212 system, as shown in Fig. 6.25)

Moreover, a fast depolarization of muon spins has been
observed at low temperatures singularly at p ¼ 1=8 per Cu in
partially Zn-substituted Bi2Sr2Ca1�xYx(Cu1�yZny)2O8þ�, as
shown in Figs. 6 and 7, although no muon-spin precession
has been observed.26,27) The fast depolarization is interpreted
as being due to the slowing down of Cu-spin fluctuations
toward the stabilization of a static stripe order, as described at
(10) in Sect. 2. A similar 1=8 anomaly has been observed
in μSR measurements of partially Zn-substituted YBa2-
Cu3�2yZn2yO7�� of the Y123 system, as shown in Fig. 8.28)

Recently, this μSR result has been reconfirmed, using

detwinned single crystals of Zn-substituted YBa2(Cu0.98-
Zn0.02)3O6.6.29) The Zn-induced magnetism at p � 1=8 in
YBa2Cu3�2yZn2yO7�� has been found from NMR measure-
ments also.30,31) Accordingly, it is likely that the well-known
60K plateau in the Tc vs 7 � � plot in YBCO is due to the
1=8 anomaly.32–34) As for μSR studies on the 1=8 anomaly in
the other hole-doped cuprates, the 1=8 anomaly has been
observed in La1.8Nd0.2CuO4þ�, 1% Zn-substituted La1.8Nd0.2-
Cu0.99Zn0.01O4þ�, La1.8Pr0.2CuO4þ�, La1.9Eu0.1CuO4þ�, of the
excess-oxygen-doped La214 system,35–37) and also in 0.5%
Zn-substituted Ca2�xNaxCu0.995Zn0.005O2Cl2 of the apical-
halogen 214 system.38) These results strongly suggest that the
1=8 anomaly and the dynamically fluctuating stripes of Cu

(a) (b)

Fig. 5. (a) Static stripe order and (b) dynamically fluctuating stripes of Cu
spins (↑) and holes ( ) in the CuO2 plane.

Fig. 6. x dependences of Tc and the depolarization rate of muon spins at
1.8K for Bi2Sr2Ca1�xYx(Cu1�yZny)2O8þ� (y ¼ 0; 0:025).25,27) At x � 0:31,
the hole concentration is 1=8 per Cu.

Fig. 7. μSR time spectra at various temperatures for Bi2Sr2Ca1�xYx(Cu1�y-
Zny)2O8þ� (x ¼ 0:3125, y ¼ 0:025) with the hole concentration of �1=8 per
Cu.26)
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spins and holes exist universally in hole-doped high-Tc

cuprates.
As shown in Fig. 5(a), the stripe order of holes well

matches with the crystal lattice at p ¼ 1=8, so that the
dynamically fluctuating stripes are inferred to be statically
stabilized easily at p ¼ 1=8. If the dynamic stripes play an
important role in the appearance of high-Tc superconductiv-
ity, they should exist in a wide hole concentration range
where the superconductivity emerges, and the pinning of the
dynamic stripes, namely, the slowing down of Cu-spin
fluctuations by the partial substitution of Zn for Cu should
be observed not only at p ¼ 1=8 but also in the wide hole
concentration range. Therefore, μSR measurements have
been carried out in a wide hole concentration range of
partially Zn-substituted La2�xSrxCu1�yZnyO4 (0:10 � x ¼
p � 0:30) polycrystals.39–42) As shown in Fig. 9, it has
turned out that a fast depolarization of muon spins occurs
at low temperatures through only 2–3% Zn substitution at
x ¼ p � 0:27. At x ¼ 0:115 and 0.10, a fast depolarization is
observed even without Zn substitution owing to the marked
1=8 anomaly,21) and an oscillation due to the muon-spin
precession is observed through the substitution of a small
amount of Zn, although the damping is strong. Through the
substitution of a large amount of Zn, namely, the 10% Zn
substitution, on the other hand, no fast depolarization is
observed. This is inferred to be due to the destruction of the
Cu-spin correlation caused by the dilution of Cu spins by a
large amount of nonmagnetic Zn. Here, note that there were
reports insisting that no fast depolarization was observed in
μSR measurements at x � 0:19 in 1, 2, and 5% Zn-substituted
La2�xSrxCu1�yZnyO4,43,44) but probably the amount of Zn

Fig. 8. Oxygen-content dependences of Tc and the depolarization rate of
muon spins at 2K for YBa2Cu3�2yZn2yO7�� (y ¼ 0; 0:025).28) At 7 � � �
6:65, the hole concentration is 1=8 per Cu.
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was not suitable for the detection of the pinning of the
dynamic stripes. In Bi1.74Pb0.38Sr1.88CuO6þ� of the so-called
Bi2201 system also, a fast depolarization of muon spins has
been observed at low temperatures through the 3% Zn
substitution in a wide hole concentration range where the
superconductivity emerges.45) As expected, these results
strongly suggest that a small amount of Zn operates to pin
the dynamic stripes and that the dynamic stripes exist in the
entire hole concentration range where the superconductivity
emerges. Accordingly, it is possible that the dynamic stripes
play an important role in the appearance of high-Tc

superconductivity.
Later, it was clarified from the neutron scattering experi-

ment by Fujita et al.46) and the angle-resolved photoemission
spectroscopy by He et al.47) that the stripe order is stabilized
at p ¼ 1=8 in LSCO through the partial substitution of Fe for
Cu more strongly than through the substitution of Zn and that
an SDW state, which is different from the stripe-ordered
state, is formed in the overdoped regime. Thereupon, μSR
measurements have been performed in partially Fe-substi-
tuted La2�xSrxCu1�yFeyO4 (0:06 � x � 0:30; 0 � y � 0:10)
polycrystals.48,49) As shown in Fig. 10, it has turned out that a
magnetic order occurs at low temperatures through only 1%
Fe substitution in a wide range of x. What is characteristic is
that an oscillation is observed in the underdoped regime of
p ¼ x � y ≲ 0:15 (p ¼ x � y, owing to +3 of the valence of
Fe in the CuO2 plane), while no oscillation is observed in the
overdoped regime of p ≳ 0:15. The μSR time spectra in the
underdoped and overdoped regimes are similar to those
shown in Figs. 1(e) and 1(f ), respectively. Moreover, it has
been found that the magnetic transition temperature is not so
dependent on the Fe content in the underdoped regime, while
it increases with increasing Fe content in the overdoped
regime. From these results, it has been concluded that
magnetic Fe3+ with S ¼ 5=2 pins the dynamic stripes more

strongly than nonmagnetic Zn2+ in the underdoped regime,
leading to the strong stabilization of the static stripe order.
In the overdoped regime, on the other hand, it has been
concluded that a spin-glass state of Fe3+ spins due to the
RKKY interaction is formed. This means that the electronic
state in the underdoped regime of hole-doped high-Tc

cuprates is a strongly correlated one, while that in the
overdoped regime is a weakly correlated Fermi-liquid one.
The SDW state in the overdoped regime observed from the
neutron scattering experiment47) is attributable to the good
nesting of the Fermi surface constructed by itinerant electrons
and is not contradictory to the spin-glass state of Fe3+ spins.
In fact, the spin-glass transition in the overdoped regime has
been confirmed from the temperature dependence of the
magnetic susceptibility in Fe-substituted La2�xSrxCu1�yFey-
O4 (0:02 � y � 0:10) with p ¼ 0:20. Moreover, an unex-
pected transition has been found to occur at the temperature
Tg2, which is lower than the spin-glass transition temperature
Tg1. Thereupon, the μSR time spectra at various temperatures
of 5% Fe-substituted La2�xSrxCu1�yFeyO4 with p ¼ 0:20
shown in Fig. 11 have been analyzed using the four-
component function, AðtÞ ¼ A0e

��0tGzð�; tÞ þ A1e
��1t þ

A2e
��2t cosð!2t þ ’2Þ þ A3e

��3t cosð!3t þ ’3Þ. Here, A0,
A1, A2, and A3 are the initial asymmetries, and �0, �1, �2,
and �3 are the depolarization rates of respective regions in a
sample, and Gzð�; tÞ expresses the depolarization of �þ spins
due to the nuclear dipole fields. As a result, it has been found
that �0 shows two peaks at Tg1 and Tg2, as shown in Fig. 12.
That is, two kinds of magnetic transition have been found to
occur from the magnetic susceptibility and μSR measure-
ments. To study the origin of Tg2, the p dependence of Tg2

has been investigated from the magnetic susceptibility
measurements for 5% Fe-substituted La2�xSrxCu1�yFeyO4.
As a result, Tg2 has been found to succeed to the magnetic
transition in the underdoped regime, as shown in Fig. 13.
Accordingly, it has been inferred that the high-temperature
phase in the overdoped regime is a spin-glass one of Fe3+

spins mediated by itinerant electrons, while the low-temper-
ature phase is a stripe-ordered one of Cu spins becoming
more localized with decreasing temperature. In any case, the
stripe-ordered phase of localized Cu spins is stabilized at low
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temperatures through the partial substitution of Fe for Cu in
the entire hole concentration range where the superconduc-
tivity emerges in LSCO. This strongly supports the above-
described conclusion that the dynamic stripes exist in the
entire hole concentration range where the superconductivity
emerges and play an important role in the appearance of
high-Tc superconductivity.

3.3 Impurity-induced magnetism
The study of the impurity effect on Tc is fundamental and

important to elucidate the pairing mechanism of a super-
conductor. In fact, the impurity effect on Tc in hole-doped
high-Tc cuprates is unconventional: nonmagnetic Zn de-
creases Tc more markedly than magnetic Ni.50–52) Using μSR
measurements, the reason has been investigated as follows.
μSR measurements of Zn-substituted La2�xSrxCu1�yZnyO4

and Ni-substituted La2�xSrxCu1�yNiyO4 have revealed that
the increase in the volume fraction of the magnetically
ordered region through the Zn substitution is more marked
than that through the Ni substitution, which has been in good
correspondence to the decrease in the superconducting

volume fraction estimated from the magnetic susceptibility
measurements.39–41,53–55) Therefore, it has been concluded
that the superconductivity is destroyed like Swiss cheese
around Zn and Ni, where dynamically fluctuating stripes
of Cu spins and holes are pinned to be statically
stabilized.40,41,54,56) Moreover, it has been understood that
nonmagnetic Zn2+ disturbs the Cu2+-spin (with S ¼ 1=2)
state in the CuO2 plane more strongly than magnetic Ni2+

(with S ¼ 1), so that Zn2+ pins the dynamic stripes and
destroys the superconductivity more markedly than Ni2+.
Thus, this scenario has succeeded in explaining the
unconventional result of the impurity effect on Tc in hole-
doped high-Tc cuprates.

As to the state of substituted Ni, later, it has been found
that substituted Ni tends to trap a hole, forming a Zhang-Rice
doublet state with the effective S ¼ 1=2 similar to that of
Cu2+ from neutron scattering,57,58) magnetic susceptibility,59)

μSR,60) x-ray absorption fine structure,61) specific heat,62,63)

and a theoretical work using numerical exact diagonalization
calculations.64) This may be one reason why the effects of the
Ni substitution are smaller than those of the Zn substitution.
On the other hand, there is a report that the effects of the Zn
and Ni substitutions on the superconductivity and magnetism
are not very different from each other in the underdoped
regime of LSCO, taking into account the hole trapping by
Ni.65)

μSR studies on the impurity-induced magnetism have
greatly contributed to the investigation of the 1=8 anomaly
and the impurity effect on Tc in hole-doped high-Tc cuprates,
as described above. In electron-doped high-Tc cuprates, on
the other hand, no impurity-induced magnetism has been
observed.66) The magnetic moments of constituent rare-earth
ions in electron-doped high-Tc cuprates may obscure a
possible change in Cu-spin fluctuations in the μSR measure-
ments. Otherwise, dynamically fluctuating stripes of Cu spins
and electrons may not exist in the CuO2 plane, and the
mechanism of the high-Tc superconductivity in electron-
doped cuprates may be different from that in hole-doped
cuprates.

3.4 Magnetic-field-induced magnetism
By μSR measurements in a transverse magnetic field TF

(perpendicular to the injection direction of muons), magnetic-
field-induced magnetism has been investigated in relation to
the 1=8 anomaly and stripes in the La214 system. μSR
measurements in TF up to 6T parallel to the c-axis have
revealed that field-induced quasi-static magnetism exists even
at high temperatures above Tc (where superconducting
fluctuations exist) and above the magnetic transition temper-
ature, namely, the stripe-ordered temperature at x ¼ 0:12
in LSCO, at x ¼ 1=8 in LBCO and at x ¼ 0:15 in Eu-
substituted La1:9�xEu0.1SrxCuO4.67) By taking into account
the experimental results of neutron scattering,68–73) x-ray
scattering,74) thermal conductivity,75–77) and electrical resis-
tivity,78) it has been concluded that the field-induced
magnetism is due to the stripe order of Cu spins and holes
owing to the pinning of dynamically fluctuating stripes by
vortex cores in the CuO2 plane produced by the application
of TF parallel to the c-axis. Moreover, it has been concluded
that magnetic field effects on the stripes are small in samples
where the stripes are well stabilized statically in zero field,
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such as LBCO with x ¼ 1=8 and Nd-substituted La1:6�x-
Nd0.4SrxCuO4 with x ¼ 0:15, while the stripe order is
developed by the application of a magnetic field parallel to
the c-axis in samples where it is not well developed in zero
field such as LSCO. This is plausible, because it is likely that
vortex cores operate to induce spatial inhomogeneity in a
superconductor to pin something, as well as impurities.

Apart from the 1=8 anomaly, μSR measurements have
revealed that spin-glass-like magnetism is induced about
vortex cores by the application of a magnetic field at
x ¼ 0:145 in LSCO, while no field-induced magnetism has
been observed in overdoped LSCO with x ¼ 0:17679) nor
with x ¼ 0:19.67) The spin-glass-like magnetism has been
induced about vortex cores by the application of a magnetic
field in underdoped YBCO with 7 � � ¼ 6:50 as well, but
not in YBCO with 7 � � ¼ 6:60.79) In optimally doped
Ca2�xNaxCuO2Cl2 of the apical-halogen 214 system, field-
induced magnetism has been observed even above Tc (where
superconducting fluctuations exist) in the TF-μSR measure-
ments.80) On the other hand, no field-induced magnetism has
been observed in optimally doped (Bi,Pb)2Sr2CaCu2O8 of the
Bi2212 system nor 0.7% Zn-substituted YBa2(Cu0.993-
Zn0.007)3O7 in the TF-μSR measurements.67) These results
are understood fundamentally in terms of the phase diagram
proposed by Demler et al.81) as functions of magnetic field
and the parameter r similar but not identical to the hole
concentration, as shown in Fig. 14, based on the Ginzburg–
Landau theory with competing AF and superconducting
order parameters. That is, no observation of field-induced
magnetism in the overdoped regime is regarded as being due
to the location in the large-r region of Fig. 14. On the other
hand, SDW in Fig. 14 is regarded as a part of the stripe order
of Cu spins and holes, and there exist dynamically fluctuating
stripes even in the overdoped regime as described in Sect. 3.2.
Therefore, it is also possible to understand that these results
are due to the pinning of the dynamically fluctuating stripes by
vortex cores in the underdoped regime as well as impurities,
leading to the development of the static stripe order, while the
pinning of the stripes by vortex cores is insufficient to develop
the static stripe order in the overdoped regime.

As for electron-doped cuprates, field-induced magnetism
has been observed by Kadono et al.82,83) in TF-μSR meas-
urements of superconducting Pr1�xLaCexCuO4 with x ¼ 0:11
and 0.15. The field-induced magnetism has been concluded
to be AF order of induced small moments, which is not
localized around vortices but uniform in the sample. This is
in marked contrast to the field-induced magnetism in hole-

doped cuprates, suggesting the difference in the electronic
state between electron-doped and hole-doped cuprates. A
similar field-induced magnetism has also been observed in
TF-μSR measurements of superconducting Pr2�xCexCuO4.84)

3.5 Pseudogap in hole-doped cuprates
The so-called pseudogap behavior, namely, the decrease in

the density of states at the Fermi level observed from NMR,
photoemission spectroscopy, and so forth at high temper-
atures above Tc in the underdoped regime of hole-doped
cuprates has attracted interest in relation to the origin of the
high-Tc superconductivity. From the muon Knight shift in
TF-μSR measurements, in fact, the opening of the pseudogap
has been confirmed by Miyazaki et al.85,86) at temperatures
below ∼250K for underdoped Bi1.76Pb0.35Sr1.89CuO6þ� of
the Bi2201 system.

There have been several candidates for the origin of the
pseudogap such as incoherent preformed pairs, charge order,
staggered flux phase, stripes, and so forth. Very precise μSR
measurements in zero field at high temperatures in LSCO
have revealed that the temperature T�, below which the Cu-
spin fluctuations exhibit slowing down, is in good agreement
with the temperature T�, below which holes tend to be
localized, estimated from the resistivity measurements.87)

These results are associated with the coupling of Cu spins
and holes, namely, stripes of Cu spins and holes. Therefore,
T� and T� may be related to the formation of the stripe
correlation or the slowing down of dynamically fluctuating
stripes. Accordingly, it is possible that the stripes are related
to the pseudogap. The details will be clarified by means
of the other measurements in the future. In YBCO, μSR
measurements in zero field have revealed that weak static
magnetism occurs near the pseudogap transition temper-
ature.88) Besides, several μSR studies on the relation between
the pseudogap and superconductivity or superconducting
fluctuations have been reported.89–91)

3.6 Ferromagnetism in the heavily overdoped regime of
hole-doped cuprates

As to the non-superconducting heavily overdoped regime
of hole-doped high-Tc cuprates as shown in Fig. 2, a
theoretical study by Kopp et al.92) has predicted the existence
of a ferromagnetic order at low temperatures. This may be
intuitively understood as being due to the increase in the
density of states at the Fermi level toward the van Hove
singularity with increasing hole concentration. If this is the
case, the decrease in Tc in the overdoped regime of hole-
doped cuprates can be interpreted as being due to
ferromagnetic fluctuations. To detect the possible ferromag-
netic order, Sonier et al.93) have carried out μSR measure-
ments using non-superconducting heavily overdoped LSCO
single crystals with x ¼ 0:33 and observed an enhancement
of the depolarization rate of muon spins at very low
temperatures below 0.9K. Considering also the experimental
results of the electrical resistivity and magnetic susceptibil-
ity, they have supported the theoretical prediction of the
occurrence of weak localized ferromagnetism in the heavily
overdoped regime. A similar enhancement of the depolariza-
tion rate of muon spins has also been observed at very low
temperatures below 2K in non-superconducting heavily
overdoped Bi1.74Pb0.38Sr1.88CuO6þ� of the Bi2201 system.45)

H

r

SDW

SCSC+
SDW

Normal

0

Fig. 14. Schematic phase diagram as functions of magnetic field and the
parameter r, which is similar but not identical to the hole concentration,
proposed by Demler et al.81) SC denotes superconductivity.
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Of interest is that the enhancement of the depolarization is
suppressed through the 3% Zn substitution, which is opposite
to the Zn-substitution effect in the superconducting range of
hole concentration in Bi1.74Pb0.38Sr1.88CuO6þ�, as described
in Sect. 3.2. In non-superconducting heavily overdoped
Bi1.74Pb0.38Sr1.88CuO6þ�, moreover, it has been found that
both the electrical resistivity and magnetization exhibit
behaviors characteristic of ferromagnetic fluctuations.94)

Accordingly, the existence of a ferromagnetic order at very
low temperatures in the heavily overdoped regime of hole-
doped cuprates seems true.

3.7 Undoped superconductivity in TB-type cuprates
In the electron-doped high-Tc cuprates RE2�xCexCuO4

(RE: rare-earth elements) with the TA-type structure as shown
in Fig. 15(a), it is well-known that the elimination of excess
oxygen included at the apical site during the sample
preparation is indispensable to the appearance of super-
conductivity. Recently, it has been found that AF long-range
order disappears and superconductivity emerges even at
x ¼ 0, namely, without electron doping by means of the
substitution of Ce for RE, in the case that the excess oxygen
is adequately eliminated. This so-called undoped super-
conductivity in TA-type cuprates has been discovered by
Naito’s group using film samples, and the phase diagram of
NCCO has been modified as shown in Fig. 16, which is quite
different from that shown in Fig. 2.95,96) The undoped
superconductivity in TA-type cuprates has also been con-
firmed using bulk polycrystalline samples of La2�xSmx-
CuO4

97) and La1.8Eu0.2CuO4 (LECO).98) As for single-crystal
samples, the undoped superconductivity has not yet been
realized owing to the difficulty in eliminating excess oxygen
without the decomposition of the crystal. However, super-
conducting single crystals of Pr1:3�xLa0.7CexCuO4 (PLCCO)
with x ¼ 0:10 have been obtained by the so-called protect
annealing method.99)

At present, whether the origin of the undoped super-
conductivity in TA-type cuprates is the same as that in

hole-doped curates attracts great interest. Thereupon, μSR
measurements have been carried out using undoped LECO
polycrystals and PLCCO single crystals with x ¼ 0:10, to
clarify whether the electronic state of TA-type cuprates is a
strongly correlated one.100) The μSR time spectra are shown
in Fig. 17. For as-grown non-superconducting samples with
excess oxygen, it is found that an oscillation is observed
at low temperatures, as shown in Figs. 17(a) and 17(d),
indicating the formation of AF long-range order. For the
reduced superconducting sample of undoped LECO, on the
other hand, the polarization rate of muon spins rapidly
decreases from unity to �1=3 and is flat in the long-time
region at low temperatures, as shown in Fig. 17(b), although
no oscillation is observed. By the application of LF, the flat
spectrum in the long-time region recovers in parallel toward
unity, as shown in Fig. 17(c). These μSR time spectra are
similar to those shown in Fig. 1(f ). Therefore, it has been
found that short-range magnetic order is developed at low
temperatures and coexists with the superconductivity. The
development of the Cu-spin correlation has been observed by
Kojima et al.101) in undoped thin films of La1.9Y0.1CuO4 also
using slow muon beams. As for the reduced superconducting
sample of PLCCO with x ¼ 0:10, it has been found that the
depolarization is slow at high temperatures, but it becomes
fast with decreasing temperature and is of the exponential
type at the lowest temperature of 3K, as shown in Fig. 17(e).
Looking into the spectra in the long-time region in detail
shows that the asymmetry at 3K is larger than that at 50K.
This indicates the existence of magnetically ordered regions
in the sample at 3K. Since no oscillation is observed at 3K,
no AF long-range order is formed in the sample. As shown in
Fig. 17(f ), μSR time spectra in LF are mixed ones of those
shown in Figs. 1(c) and 1(f ). Accordingly, it has been
concluded that both short-range magnetically ordered regions
and regions where Cu spins slowly fluctuate coexist in the
sample.

μSR time spectra shown in Figs. 17(b) and 17(e) have
been analyzed using the three-component function,
AðtÞ ¼ A0e

��0tGzð�; tÞ þ A1e
��1t þ A2e

��2t cosð!t þ ’Þ, and
the two-component function, AðtÞ ¼ ðA0e

��0t þ A1e
��1tÞ �

expð�	2t2=2Þ, respectively. Here, expð�	2t2=2Þ expresses
the depolarization of �þ spins due to the nuclear dipole fields
as well as Gzð�; tÞ. From the A0, A1, and A2 values obtained
by the analysis and the superconducting volume fraction
estimated from the magnetic susceptibility and specific heat
measurements, it has turned out that superconducting regions
are overlapped with short-range magnetically ordered regions
in the reduced superconducting samples of undoped LECO
and PLCCO with x ¼ 0:10.

Superconductivity
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00.10.20.3
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)

Fig. 16. Genuine phase diagram of electron-doped high-Tc cuprates. Tc is
the superconducting transition temperature.
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Fig. 15. (Color online) (a) Crystal structure of electron-doped high-Tc

cuprates RE2�xCexCuO4 (RE: rare-earth elements) with the Nd2CuO4-type
(TA-type) structure. A small amount of excess oxygen occupies the apical site.
(b) Crystal structure of hole-doped high-Tc cuprates La2�xAExCuO4 (AE:
alkali earth metals) with the K2NiF4-type (T-type) structure.
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These μSR results have suggested that the short-range
magnetic order in the reduced superconducting samples is
due to a tiny amount of excess oxygen, indicating that the
electronic state of TA-type cuprates is a strongly correlated
one. Therefore, it has been concluded that AF spin
fluctuations may play an important role in the formation of
Cooper pairs in the undoped superconductivity of TA-type
cuprates as well as in the superconductivity of hole-doped
curates.

Finally, note that the undoped superconductivity is under-
stood as follows.99) As described in Sect. 3.1, the electronic
state of the mother compound of hole-doped high-Tc cuprates
with the K2NiF4-type structure (the so-called T-type
structure) shown in Fig. 15(b) is a Mott insulator based on
the electronic structure with a charge-transfer gap between
the upper Hubbard band (UHB) of Cu 3dx2�y2 and the O 2p
band, as shown in Fig. 18(b). In the mother compound of
electron-doped high-Tc cuprates with the TA-type structure
shown in Fig. 15(a), on the other hand, the charge-transfer
gap is closed as shown in Fig. 18(a) owing to the decrease in
the energy of Cu 3dx2�y2 . This is because Cu is surrounded
by only four O2− ions in the TA-type structure, while Cu is
surrounded by six O2− ions in the T-type structure.
Accordingly, there exist both electrons of UHB of Cu 3dx2�y2
and holes of the O 2p band even in the mother compound
with the TA-type structure, leading to metallic behavior and
superconductivity.99,102) As for the AF long-range order and
short-range magnetic order in the as-grown samples, it has
been inferred that they are stabilized due to the localization of
holes and electrons caused by excess apical oxygen.

4. Conclusions

μSR studies on the magnetism in high-Tc cuprates have
been reviewed. In particular, our studies on the 1=8 anomaly,
stripes, and undoped superconductivity have been described
in detail. In any case, μSR measurements have made great
contributions to the understanding of the magnetism in high-
Tc cuprates so far and even at present, making the most of the
merit that polycrystalline samples are usable. Many fore-
sighted results have been obtained from μSR measurements,
followed by detailed studies by means of other experimental
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techniques such as neutron scattering. Neutron scattering
experiments require large-sized single crystals. NMR is not
always usable on account of the difficulty of the signal
detection. Therefore, it is considered that μSR measurements
are very useful for detecting a possible magnetic anomaly or
for investigating the spin state just after the discovery of a
new material. The merit of μSR measurements, that is,
polycrystalline samples are usable, makes it also easy to
perform detailed studies by finely changing the concentration
of components of a material, as carried out in partially Zn-
substituted La2�xSrxCu1�yZnyO4, as shown in Fig. 9. More-
over, μSR time spectra are easily obtained and interpreted on
the magnetic state even by a μSR beginner as described in
Sect. 2, if only polycrystalline samples were prepared.
Accordingly, further use of μSR measurements is expected
in material science.
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